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I FA FAM (C on t - _i b u t _i o n) Prediction probabilities [0 ; 1]
MADD (OULAD dataset)
gender level of poverty disability
LR | 1.85% 1.79% 1.61%
NB | 0.61 0.98 0.69
Gene‘ra‘l necessary steps o | 1s e Lot
* prediction probabilities (PP) retrieval
* sensitive-feature subset reduction Experimental validation :

* on several educational datasets and

several binary classifier models

Qualitative analysis (cross-tables) that predict students’
e * smoothing of PP distributions success to courses

* visual identification of unequal treatment * comparison with existing fairness
and stereotypical judgement metrics (ABROCA, DI, TPR, ...)

Quantitative analysis Discussion

* a new way to measure algorithmic

unfairness: the mean absolute density * binary sensitive features

distance (MADD) * supervised-learning oriented

* for any tabular data without
preprocessing
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