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Problem Definition and Motivation 

Machine learning-based techniques require complete data to produce better prediction

results. However, in practice, it may happen that the data is incomplete and the data with

more missing attribute values can negatively affect the outcome of the predictions [1].

Therefore, interpolation of missing attribute values is crucial for better predictions.

Interpolating missing attribute values with existing methods results in extensive

computational time [2]. Therefore, reducing the computational time and achieving

acceptable accuracy is one of the major issues.

Analysis

Experimental Results

➢ SHAP explanations can be helpful for cloud

providers in the selection of important

features for interpolation of missing values.

➢ SHAP-based interpolation results in lower

computational time along with acceptable

accuracy in comparison with KNN-based

interpolation

Work Flow of Experiments

➢ Using SHapley Additive exPlanations (SHAP) for model explanation and extracting important features

[4]. Furthermore, using K-Nearest Neighbor (KNN) and SHAP explanations for interpolation of missing

values to reduce computational time. Finally, using Light Gradient Boosting Machine (LightGBM) model

for predicting CPU resources with the interpolated dataset to achieve acceptable accuracy.
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Dataset

Conclusion 

➢ We used a publicly available dataset from Delft University of technology GWA-T-12

Bitbrains (tudelft.nl) that provides the performance matrices of VM such as CPU cores,

CPU capacity provisioned, CPU usage, memory provisioned (memory requested), memory

usage, disk read throughput, disk write throughput, network received throughput and

network transmitted throughput [3].

➢ We considered only the Rnd traces of the dataset which is 500 VMs

➢ Comparisons with other interpolation methods

such as Classification and Regression Tree

(CART), multilayer perceptron neural network

(MLP), naive Bayes, and Support Vector

Machine (SVM)
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